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High-accuracy extrapolated ab initio thermochemistry. Il.
Minor improvements to the protocol and a vital simplification
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The recently developed high-accuracy extrapolated ab initio thermochemistry method for theoretical
thermochemistry, which is intimately related to other high-precision protocols such as the
Weizmann-3 and focal-point approaches, is revisited. Some minor improvements in theoretical rigor
are introduced which do not lead to any significant additional computational overhead, but are
shown to have a negligible overall effect on the accuracy. In addition, the method is extended to
completely treat electron correlation effects up to pentuple excitations. The use of an approximate
treatment of quadruple and pentuple excitations is suggested; the former as a pragmatic
approximation for standard cases and the latter when extremely high accuracy is required. For a test
suite of molecules that have rather precisely known enthalpies of formation {as taken from the active
thermochemical tables of Ruscic and co-workers [Lecture Notes in Computer Science, edited by M.
Parashar (Springer, Berlin, 2002), Vol. 2536, pp. 25-38; J. Phys. Chem. A 108, 9979 (2004)]}, the
largest deviations between theory and experiment are 0.52, —0.70, and 0.51 kJ mol~! for the latter
three methods, respectively. Some perspective is provided on this level of accuracy, and sources of
remaining systematic deficiencies in the approaches are discussed. © 2006 American Institute of
Physics. [DOI: 10.1063/1.2206789]

I. INTRODUCTION It is perhaps not fully appreciated that the ATcT database

provides the best set of benchmark data for calibrating the
performance of various “theoretical model chemistries™ in
predicting the thermodynamic stability of small molecules.
Before ATcTs, it had been effectively impossible to rigor-
ously evaluate methods for all but a very few molecules.
This is due to errors and/or relatively large uncertainties

found in the standard [CODATA,” Gurvich er al.'® and

The field of high-accuracy thermochemistry is going
through a renaissance. Owing to improvements in theoretical
methods and the computational power that is needed to apply
them, ab initio methods have entered a domain of accuracy
that was previously unachievable.'™ Perhaps even more im-
portant, the precision of “experimental”6 results for small
molecules has been vastly improved in the past few years

due to the use of the active table approach of Ruscic and
co-workers.” The active thermochemical tables (ATcTs) have
been instrumental in improving the accuracy and reducing
the uncertainties of key species such as HO, HO,, acetylene,
and the carbon atom and have moved the standard of preci-
sion into what might be termed the spectroscopic range:
a few tenths of a kJmol™! or, alternatively, tens of wave
numbers.
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JANAF (Ref. 11)] thermochemical databases, which com-
prised most of the experimental numbers used in compari-
sons. In addition to the fact that the molecular data are im-
perfect, there is another important source of error.
Specifically, total atomization energies (TAEs) are used by
most theoretical model chemistries, from which molecular
enthalpies of formation can be calculated by subtracting the
appropriate experimental atomic contributions from the
TAEs. However, the canonical value of AfH” for the carbon
atom (711.19+0.45 kJ mol~" at 0 K (Ref. 9)] carries a fairly
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significant error bar; the correct value appears to be
711.5 kJ mol~!.'>13 Thus, a systematic error exists in all en-
thalpies of formation calculated for organic molecules using
the TAE approach, the magnitude of which is proportional to
the number of carbon atoms."

Recently, a theoretical model chemistry known as high-
accuracy extrapolated ab initio thermochemistry (HEAT)
was defined and tested for a set of roughly 30 atoms and
small molecules. HEAT is closely related to other approaches
that are capable of very high accuracy—the focal-point ap-
proach of Csdszar et al.,4 the W3 and W4 methods'? from
the Weizmann group, and various strategies based on esti-
mates of the basis set limit that have been developed
elsewhere.” In HEAT, no empirical scaling or correction fac-
tors are applied, and the method is best viewed as being
designed for the estimation of absolute energies. Thermo-
chemical quantities of interest, specifically enthalpies of for-
mation, can then be calculated by a number of means; these
include atomization energies, elemental formation reactions,
or (when a suitable reaction can be designed that comprises
only atoms and molecules in the HEAT database) reactions
that are isodesmic'* or nearly so.

While similar to other high-level methods, HEAT is un-
doubtedly the most costly model chemistry developed to
date, a shortcoming that limited its application to just one
molecule with more than two nonhydrogen atoms. The mo-
tivation for HEAT was to develop a method that represents
the current state of the art for small molecules using gener-
ally available computational resources, rather than a more
broadly applicable method such as W3. In this work, effects
of a number of minor improvements to the original HEAT
method are assessed, and a simplification is made which
helps us to define a new model chemistry that is considerably
less expensive to apply than the original HEAT approach but
which retains essentially the same accuracy. Finally, we ex-
plore the realm of increased accuracy by extending the the-
oretical treatment of electron correlation beyond that used
previously.

Il. THEORY
A. Overview

According to the original HEAT protocol, total energies
are calculated as a sum of eight terms,

Eygat = Eqp + AECcspr) + AEccspr + AEp ¢ + AE

The various contributions to Eygat are described below.

Eje- This is an estimate of the Hartree-Fock limit energy,
approximated by extrapolating Hartree-Fock self-consistent-
field (HF-SCF) energies calculated with the aug-cc-pCVXZ
hierarchy16 of basis sets (X=T, Q, and 5) using the formula
suggested by Feller,'

E}f{p = Eqp + a exp(- bX), (2)

where EﬁF is the HF-SCF energy obtained with the aug-cc-
pCVXZ basis set and a and b are parameter fits to the cal-
culated energies.
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AE¢cspr) This is an estimate of the CCSD(T) (Ref. 17)
correlation energy at the basis set limit, through extrapola-
tion of energies obtained with the aug-cc-pCVQZ and aug-
cc-pCV5Z basis sets using the approach advocated by Hel-
gaker et al.,'® which has a somewhat tenuous basis in the
atomic partial wave expansion of the correlation energy,

X o -3
AE¢cspiry = AEcespry + aX . (3)

Here, AEéCSD(T) is the CCSD(T) correlation energy obtained
with the aug-cc-pCVXZ basis sets. Note that through
CCSD(T), core and valence correlation effects are not as-
sumed to be additive; the CCSD(T) calculations above are
done for all electrons, using (quite large) basis sets that are
appropriate for the treatment of both core and valence corre-
lation effects.

AEccspr- This is an estimate of the difference between
full CCSDT (Ref. 19) and CCSD(T) correlation energies at
the basis set limit, obtained by extrapolating CCSDT and
CCSD(T) energies with the cc-pVTZ and cc-pVQZ basis sets
and Eq. (3). Core correlation effects are not included at this
stage of the calculation; it is thus implicitly assumed that
they are converged at the CCSD(T) level of theory.

AFEy; - This “higher-level correlation” contribution at-
tempts to account, approximately, for deficiencies in the
CCSDT method and is the most expensive step involved in
the HEAT protocol. Numerically, it is given by the difference
in CCSDTQ (Ref. 20) and CCSDT correlation energies, both
of these obtained in valence-only calculations using the cc-
pVDZ basis set. This correction is one of the focuses of this
research.

AE,. This is an estimate of the relativistic contribution
to the total energy, in which the one-electron Darwin and
mass-velocity terms®' are calculated using perturbation
theory at the CCSD(T)/aug-cc-pCVTZ level.

AEpgoc. This is an estimate of the diagonal Born-
Oppenheimer correction,”>** which is the expectation value
of the nuclear kinetic energy operator, taken over the elec-
tronic (clamped-nucleus) wave function. This contribution is
calculated at the HF-SCF level of theory using the aug-cc-
pVTZ basis set.

AEqo. This refers to the difference between the true
ground state level for radicals in degenerate electronic states
and the weighted average that corresponds to the results cal-
culated with nonrelativistic electronic structure programs. In
HEAT, AEg is calculated using a spin-orbit configuration
interaction (CI) program and relativistic effective core poten-
tials, using the cc-pVDZ basis set.

AE pp. This is the zero-point vibrational contribution to
the energy. This is calculated from the CCSD(T)/cc-pVQZ
quartic force field using the formula®*

(1),' 1
AEzpg = E S5t ZE Xijs 4)

i<j

which includes a contribution from vibrational anharmonic-
ity.

Before continuing, two additional things should be men-
tioned. First, all calculations are performed at the geometry
obtained by minimizing the CCSD(T)/cc-pVQZ all-electron
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energy of the electronic ground state. Second, while straight-
forward restricted Hartree-Fock calculations are done for all
closed-shell molecules, the electronic energy calculations
done on radicals used unrestricted Hartree-Fock (UHF) wave
functions up through CCSDT. However, program limitations
at the time of publication prevented UHF reference functions
from being used for the AEccsprq correction.” UHF calcula-
tions were also used in the AEpy calculations, apart from the
NO, CF, CCH, and OF radicals,25 where problems due to the
onset of spin contamination”® necessitated the use of re-
stricted open-shell (ROHF) reference functions.

B. Modest improvements in protocol

We first investigate the effect of the following three im-
provements to the original HEAT protocol.

(I) The zero-point energy formula [Eq. (4)] used in the
original HEAT paper is based on second-order vibra-
tional perturbation theory (VPT2). This equation suf-
fices to calculate energy differences and is therefore
entirely sufficient for spectroscopic analyses, but it ne-
glects a constant contribution to the energy levels. The
correct equation is

wi l
AEZPE:GO"'E E‘FZE Xij- (5)
i i<j

Formulas for the G, term have been derived indepen-
dently by three groupsS’ZL29 in the past few years, and,
apart from some apparent misprints,30 all three agree.
This contribution is included in this work and desig-
nated as AGo‘

(2) At the time that the HEAT project was initiated, the
higher-level correlation correction AEy; ¢ could not be
calculated for UHF reference functions. As a result,
there is a minor inconsistency in the original protocol
for radicals, as all correlated calculations up to CCSDT
were performed with UHF wave functions, and the cor-
rection for residual correlation embodied in AEyy; - was
based on ROHF reference functions. The implicit
assumption—that CCSDT energies obtained with UHF
and ROHF wave functions are the same”'—is expected
to lead to very small errors (on the order of
0.1 kI mol™"). In this work, we address this question
and report results from UHF-based CCSDTQ calcula-
tions. The differences between the original protocol and
those obtained by the consistent use of UHF reference
functions is denoted as Agy.

(3) The relativistic corrections used in the original HEAT
protocol are obtained via a perturbative treatment based
on the one-electron mass-velocity and Darwin terms”'
using CCSD(T) with the aug-cc-pCVTZ basis. In the
present work, this treatment is expanded to include the
corresponding two-electron Darwin term referred to
here as Ap,. For the corresponding computational ex-
pression see, for example, Ref. 32. In addition, some
calculations have been performed to check on the basis
set sensitivity. However, as those were found to be neg-
ligible (less than 0.1 kJ mol™'), this work focuses on
corrections obtained at the CCSD(T)/aug-cc-pCVTZ
level.

J. Chem. Phys. 125, 064108 (2006)

The improvements to the original protocol described
above are based on advances in theory and/or program capa-
bilities; all of them are associated with a negligible amount
of additional computation. Hence, it is felt that they should
be included in the “standard” method. Despite a statement to
the contrary in the literature about the wisdom of defining a
class of similar methods with additional acronyms,5 it is nec-
essary to introduce a convention by which we might differ-
entiate the model chemistry with and without these modest
improvements. Accordingly, the original HEAT method will
retain its name, and the methods introduced in this paper will
be named in a different manner in which the treatment of
higher-level correlation (defined as that beyond CCSDT) and
the sequence of basis sets used in the extrapolations deter-
mine the name of the method. The HEAT method defined
earlier and all of those of this paper are based on extrapola-
tions using the X=T(3), 4, and 5 basis sets. However, one
could use the larger sequence X=4, 5, and 6 (as we have
done in some ongoing projects33), and it behooves us to in-
troduce albeit cumbersome notation that distinguishes these
methods. Hence, we will refer to the method comprising the
minor improvements above as HEAT345-Q.

C. New model chemistries: HEAT345-QP
and HEAT345-(Q)

In addition to the modest improvements outlined above,
two other model chemistries are investigated here. The first
will be known as HEAT345-QP, in which the higher-level
correlation correction in HEAT345-Q is replaced by the dif-
ference between (valence-only) CCSDTQP and CCSDT en-
ergies, obtained with the cc-pVDZ basis set. This method is
considerably more expensive than HEAT345-Q and conse-
quently has a severely limited scope of application. How-
ever, it was possible to carry out HEAT345-QP calculations
for all of the molecules used in our test suite. Nevertheless,
in cases where electron correlation effects are extremely im-
portant, it is believed that HEAT345-QP will provide results
superior to those obtained with the simpler HEAT345-Q ap-
proach.

Finally, we introduce a simplified method in which the
higher-level correlation correction is based on the recently
developed CCSDT(Q) model of Bomble ef al.** This method
treats the effects of quadruple excitations noniteratively, is
analogous to the extremely popular and successful CCSD(T)
treatment of triple excitations, and has already been used in
high-accuracy thermochemical investigations of trans-
butadiene,™ as well as isomers of C3H3,36 all of which
present very demanding cases for HEAT345-Q.

In this work, enthalpies of formation (at 0 K) are calcu-
lated from TAEs, and thus correspond to the entries denoted
by A/H(I) in Table IV of Ref. 5. In this paper, enthalpies of
formation for the carbon atom (711.58 kJ mol™!) and fluorine
(77.11 kJ mol™") from the ATcT database have been used in
preference to the CODATA values, from which they differ by
+0.39 and —0.16 kJ mol~!, respectively.

It should be noted that we still advocate the HEAT fam-
ily of methods as approaches to calculate total molecular and
atomic energies and most judiciously used for thermochemi-
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TABLE 1. Enthalpies of formation (at 0 K, in kJ mol™!, as calculated from atomization energies using the
current ATcT value for the carbon and fluorine atoms, see text) according to the original and an improved HEAT
protocol (columns 2 and 6) and contributions due to modest improvement discussed in the text.

Species HEAT Ago Aru Ap, HEAT345-Q ATCT value®
N, 0.12 0.00 0.00 -0.07 0.05 0.00£0.00
H, -0.40 0.10 0.00 -0.01 -0.31 0.00+0.00
F, -0.22 0.00 0.00 -0.03 -0.26 0.00+0.00
0, 0.29 0.00 0.33 -0.02 0.60 0.00£0.00
CO -113.40 0.00 0.00 -0.04 -113.44 -113.82+0.03
C,H, 229.16 0.15 0.00 0.02 229.34 228.82+0.30
CCH 563.96 0.13 -0.01 0.04 564.12 563.94+0.31
CH, 391.25 -0.13 0.00 0.02 391.15 390.96+0.27
CH 59291 0.03 0.00 0.00 592.93 592.96+0.25
CH; 149.74 0.32 0.00 0.01 150.07 149.97+0.10
CO, -392.84 0.05 0.00 -0.03 -392.83 -393.11+0.01
H,0, —-129.06 0.03 0.00 -0.03 -129.06 —-129.78+0.07
H,O -239.36 0.05 0.00 -0.01 -239.32 —238.91+0.03
HCO 42.34 -0.26 0.03 -0.01 42.10 41.92+0.26
HF -272.87 0.05 0.00 -0.01 -272.83 —272.73+0.24
HO, 15.15 -0.13 0.02 -0.03 15.01 15.21+£0.25
NO 91.22 0.00 0.09 -0.05 91.27 90.59+0.08
OH 36.73 0.04 0.00 -0.01 36.76 37.09+0.05

“Reference 43.

cal purposes in connection with isodesmic or nearly isodes-
mic reaction schemes. However, the purpose of this paper is
simply to provide some measure of the relative accuracies of
the various approaches, and the atomization energy approach
has been adopted for this purpose. We believe that it lends
itself to a more straightforward analysis, as the accuracy of
all calculations ultimately rests on its ability to describe mol-
ecules relative to their constituent atoms.

lll. RESULTS
A. HEAT345-Q versus original HEAT method

Table I documents the incremental differences in calcu-
lated enthalpies of formation due to the minor improvements
outlined in Sec. II B. It can be seen that all three of these
corrections amount to less than 0.2 kJmol™!' (about
16.5 cm™") in almost all cases. The only exception is for O,,
where the consistent use of UHF reference functions in the
correlation energy calculations results in a 0.33 kJ mol ™! dif-
ference. This difference with the value obtained with the
original HEAT protocol actually results in a computed en-
thalpy of formation that is significantly worse—0.60 versus
0.29 kI mol™! (the correct value, of course, is zero). As will
be seen in the Sec. III B, however, the effects of electron
correlation are quite profound for O,; the AEy; ¢ correction
based on CCSDTQ is simply inadequate. In this troublesome
case, pentuple excitations contribute nearly —0.5 kJ mol™',
moving the result much closer to the correct value. Note that
the two-electron relativistic contributions as well as the A
contributions to the zero-point energy are much smaller.”’

Overall, the net effect of these three modifications (see
Table III) is essentially negligible. The statistical analysis of
the data, based on mean absolute, mean signed, and root-
mean-square errors (MAE, MSE, and rms, respectively) as

well as the maximum absolute errors, shows that the perfor-
mance of the HEAT345-Q method (that which includes the
three contributions discussed in the paragraph above) is very
modestly worse than the original HEAT approach, although
this can mostly be attributed to the surprising behavior seen
for O,. However, the magnitude of the difference in perfor-
mance is so small (especially when uncertainties in the ATcT
values are taken into account) that it is impossible to say
whether HEAT345-Q or the original HEAT method is supe-
rior. All that can be said is that the former is more complete
in the theoretical sense and therefore preferred by us.

B. Effects of enhanced and simplified higher-level
correlation treatments

In Table II, enthalpies of formation (at 0 K) are listed for
the test suite of molecules, as calculated with HEAT345-Q,
HEAT345-QP, and HEAT345-(Q) methods, while the statis-
tical analyses of these results are summarized in Table III. A
graphical summary of these results, along with those given
by the original HEAT method, is given in Figs. 1 and 2.
Inclusion of pentuple excitations in the higher-level correla-
tion treatment of HEAT345-QP has a decidedly beneficial
effect on the calculated enthalpies of formation, as the error
measures all drop fairly significantly; the maximum error is
now barely more than 0.5 kJ mol~!. It is significant to note
that HEAT345-QP improves upon HEAT345-Q for every
molecule except N, that contains a multiple bond—O,,
C,H,, CCH, HCO, CO, CO,, and NO—and uniformly leads
to a smaller enthalpy of formation (a more stable molecule,
as one would expect) in all multiply bonded systems. Also
encouraging is that our results were calculated with the less
rigorous, but less expensive, CCSDTQ(P) (Ref. 35) method
which treats pentuple excitations in a noniterative manner.
While still more expensive than CCSDTAQ, it is a method that
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TABLE II. Enthalpies of formation (0 K, in kJ mol~!, as calculated from
atomization energies using the current ATcT value for the carbon and fluo-
rine atoms) using different variants of the HEAT procedure. Boldface values
differ by more than 0.25 kJ mol™! form the range spanned by the current
ATcT estimates and corresponding uncertainties.

Species  HEAT345-Q HEAT345-QP HEAT345-(Q) ATCT value®
N, 0.05 —0.42 -0.59 0.00+0.00
H, -0.31 -0.31 -0.31 0.00+0.00
F, -0.26 —0.42 -0.70 0.00+0.00
0, 0.60 0.17 0.08 0.00+0.00
CcO -113.44 -113.57 -113.85 -113.82+0.03
C,H, 229.34 229.01 229.01 228.82+0.30
CCH 564.12 563.81 563.95 563.94+0.31
CH, 391.15 391.14 391.15 390.96+0.27
CH 592.93 592.93 592.95 592.96+0.25
CH; 150.07 150.05 150.07 149.97+0.10
CO, -392.83 -392.99 -393.74 -393.11+0.01
H,0, -129.06 -129.26 -129.46 —129.78+0.07
H,0 -239.32 -239.36 -239.42 -238.91+0.03
HCO 42.10 41.94 41.57 41.92+0.26
HF -272.83 -272.84 -272.89 -272.73+0.24
HO, 15.01 14.80 14.54 15.21+0.25
NO 91.27 90.93 90.65 90.59+0.08
OH 36.76 36.75 36.76 37.09+0.05

“Reference 43.

can be used in some cases where a full-blown CCSDTQP
calculation is not possible. As can be seen from Table III, this
method provides an overall accuracy quite similar to that of
CCSDTQP itself.

Let us turn to the results obtained with the computation-
ally simpler HEAT345-(Q) method, which exploits the newly
formulated CCSDT(Q) treatment of electron correlation. As
mentioned earlier in this manuscript, calculations at the
CCSDT(Q) level require considerably less time than those
done at the CCSDTQ level. The computational requirements
of the latter involve the iterative solution to a coupled system
of nonlinear equations, the cost of which rises with the tenth
power of the basis set dimension. On the other hand,
CCSDT(Q) features an iterative step with an n® dependence
and a single noniterative enegy evaluation with an n° scaling.
The result, which is perhaps best seen in Figs. 1 and 2, is that
the performance of HEAT345-(Q) is seen to be nearly as
good as the original HEAT method.™ It is remarkable that
the

TABLE III. Statistical analysis of errors obtained with the methods defined
in this paper, using the atomization energy approach. Values are given in
kJ mol~!. MAE: mean absolute error; MSE: mean signed error; rms: root-
mean-square error; MER: maximum error. The rows are ordered by the
relative cost of the various methods.

Method MAE MSE rms MER
HEAT345-(Q) 0.29 -0.19 0.37 -0.70
HEAT 0.30 0.09 0.35 0.72
HEAT345-(Q) 0.31 0.12 0.37 0.72
HEAT345-Q(P) 0.27 -0.03 0.31 0.51
HEAT345-QP 0.25 -0.04 0.29 0.52

J. Chem. Phys. 125, 064108 (2006)

CCSDT(Q) treatment of higher level correlation is, in gen-
eral closer to that of the HEAT345-QP method than to
HEAT345-Q. In fact, for all examples in which the pentuple
correction (as measured by the difference between
HEAT345-QP and HEAT345-Q) exceeds 0.1 kJmol™!,
HEAT345-(Q) is closer to HEAT345-QP than to
HEAT345-Q. In these cases, the CCSDT(Q) treatment of
higher-level correlation tends to overshoot CCSDTQ in
much the same way that CCSD(T) tends to overshoot
CCSDT. And again, in the same sense that CCSD(T) often
gives fortuitously better results than does the more theoreti-
cally complete CCSDT approach, so does CCSDT(Q) occa-
sionally “outperform” CCSDTQ. In the overall statistical
analyses of the various methods, however, CCSDT(Q) does
less well than both HEAT345-Q and HEAT345-QP, owing to
its tendency to overshoot fairly badly when the CCSDTQP/
CCSDTQ difference is large, as seen for F,, N,, and HO,.
Despite this, it is truly remarkable that the great computa-
tional simplification resulting from the use of CCSDT(Q)
does not cause a serious degradation in the accuracy. Indeed,
there are still no examples in which HEAT-(Q) has an error
larger than 0.75 kJ mol~!.

C. Discussion of remaining errors

It is interesting to note that in five of the six cases where
the sophisticated HEAT-QP procedure differs from the corre-
sponding ATcT estimate by more than 0.25 kJ mol™! (see
Table II), the calculation tends to give an enthalpy of forma-
tion that is below the ATcT estimate. That is, theory is over-
estimating the stability of these molecules—the underlying
atomization energies are apparently a bit too large. While an
investigation of the causes of this behavior on a case-by-case
basis is beyond the scope of this paper, some general discus-
sion of the possible sources is desirable. Perhaps the most
obvious shortcoming is the use of the cc-pVDZ basis set in
evaluating the higher-level correlation correction. In work on
the W3 model, Boese er al.' advocated scaling the higher-
level correction (calculated by CCSDTQ with the cc-pVDZ
basis as well in their work) by 1.2532. However, as the
higher-level correlation correction to atomization energies is
uniformly positive (typically about 2 kJ mol~! for multiply
bonded or other “difficult” systems such as F, and
<1 kJ mol~! for hydrides) scaling this correction would tend
towards increasing the predicted stability of molecules such
as F, and N,, thereby increasing the magnitude of the dis-
crepancy. While the scale factor advocated in Ref. 1 is quite
speculative, and based on a small amount of data, it is rea-
sonable to assume that the use of the unscaled cc-pVDZ
basis set results in our work does indeed tend towards artifi-
cially high molecular enthalpies of formation (smaller atomi-
zation energies). Indeed, viewed from this prospective the
agreement between the results listed in Table II and the ATcT
values is quite remarkable and suggests that any attempt to
pinpoint a single systematic shortcoming of the HEAT-QP
model that results in the “poor” performance noted for F,,
N,, H,0,, HO, and H,O is probably futile.

Based on a few calculations that we have carried out
with HEAT456 approaches, a fairly systematic trend has
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FIG. 1. Errors in the enthalpies of for-
mation for HEAT and HEAT345-Q in
kJ mol~! (Table I).
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emerged. Specifically, HF-SCF atomization energies ob-
tained from the 456-based extrapolation tend to be slightly
more positive than their 345 counterparts,39 while the 456
extrapolations appear to always give larger (in magnitude,
hence more negative) correlation contributions. From a lim-
ited number of examples, it appears that the overshooting of
the correlation extrapolation based on the 345 series is larger
than the undershooting (in terms of total atomization energy)
of the HF-SCF contributions. Hence, the overall atomization
energies calculated from the 456 sequence are smaller (more
positive molecular enthalpies of formation) than those from

Q
~
T
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the 345 sequence upon which the original HEAT method was
based. In the two cases that have been studied, CO and CN,
the differences in the HF-SCF and CCSD(T) atomization en-
ergy contributions are 730.16 versus 729.87 kJ mol~! [HF-
SCF] and 356.53 versus 356.91 kI mol~! [CCSD(T)] [CO]
and 379.48 versus 379.38 kJ mol~' [HF-SCF] and 371.03
versus 371.64 kJ mol~! [CCSD(T)] [CN] for the 456 and 345
extrapolations, respectively. The corresponding total atomi-
zation energies [exclusive of all other effects apart from HF-
SCF and CCSD(T) energy] at the CCSD(T) level are thus
1086.78 [345] and 1086.70 kJ mol~! [456] for CO and
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FIG. 2. Errors in the enthalpies of for-
mation for HEAT345-Q, HEAT345-
QP, and HEAT345-(Q) in kJmol™!
(Table II).
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751.02 [345] and 750.50 kJ mol~! [456] for CN. In the
course of this research, similar calculations have been carried
out for H, and OH. The same trend is observed; total atomi-
zation energies with the 345- and 456-based extrapolations
are 448.53 and 448.44 kI mol™' for OH and 458.22 and
458.15 kJ mol™! for H,.

It is interesting to note that a substantial part of the error
for H, lies in the fact that the diagonal Born-Oppenheimer
approximation is calculated at the HF-SCF level in HEAT. In
the work of Valeev and Sherrill,23 the correlation correction
to the diagonal Born-Oppenheimer correction (DBOC) for
H, (as calculated with configuration interaction in the singles
and doubles approximation, which is exact for H, albeit sub-
ject to basis set limitations) is +13 cm™" (0.16 kJ mol™!).
This value agrees to within 0.1 cm™' with the essentially
exact result of Kolos and Wolniewicz and can be regarded as
the correct correlation contribution. Adding the DBOC cor-
relation contribution to the HEAT-Q value of —0.30 kJ mol™!
gives a value of —0.14 kJ mol~!. Most of the remaining er-
rors arise from the extrapolation issues discussed in the pre-
ceding paragraph, and A H? is reduced to just —0.07 kJ mol~!
when the 456-based extrapolations are used instead of those
using the 345 sequence. Finally, the use of a zero-point cor-
rection calculated from the experimental spectroscopic
constants*” of 26.08 kJ mol™! further improves the result to
—0.05 kJ mol™!, which is roughly =5 cm™. It is interesting to
note that this result is virtually identical, and carries the same
sign, as the best calculation by Kolos and Wolniewicz.*! It
would be foolish to further analyze this error.

At this point, it is appropriate to comment that the mag-
nitude of the energy differences and “errors” being discussed
in this section is—from the point of view of typical quantum
chemistry—preposterously small. The HEAT345-QP method
has a rms and maximum error of 0.29 and 0.52 kJ mol~!. To
put the smallness of these numbers in context (at least for
those of a certain predilection), these results correspond to 24
and 43 wave numbers. Nevertheless, we attempt here to
make some general comments about errors in the HEAT pro-
cedures. The principal shortcomings are inherent limitations
of the extrapolation procedures, particularly with the 345 se-
quence; errors in the zero-point energy calculations, even for
rigid molecules; and the approximation inherent in using cc-
pVDZ basis sets in attempting to account for the higher-level
(beyond CCSDT) correlation corrections. It appears that the
345-based extrapolations uniformly lead to an overestima-
tion of atomization energies and the zero-point correction
error tends to underestimate them.*” The work of Boese
et al." as well as in our laboratories indicates that the cc-
pVDZ basis set tends to underestimate correlation correc-
tions. There are thus two principal sources of error that tend
to overestimate the stability of molecules, while it is just the
zero-point energy term that acts in the other direction. This
is, quite probably, the reason why the mean signed error of
HEAT345-QP is negative and the cause of the behavior dis-
cussed in the first sentence of this section.

IV. SUMMARY

This paper is concerned with theoretical enthalpies of
formation, as based on atomization energy calculations. This

J. Chem. Phys. 125, 064108 (2006)

strategy lends itself to a more straightforward analysis than
reaction-based schemes, despite the fact that atomization en-
ergies are more difficult, in principle, to calculate. By ex-
tending the HEAT method to include quintuple excitations,
perhaps the most accurate theoretical model chemistry to
date has been developed; this accuracy is amply demon-
strated by comparisons with the only “experimental” data-
base of similar precison—the ATcT results from Ruscic and
co-workers. In addition, it is shown that the use of an ap-
proximate treatments of high-level excitations does not seri-
ously degrade the accuracy of the methods. In all methods
investigated, including the original HEAT scheme, enthalpies
of formation (at 0 K) remain below 1 kJ mol~! for all of the
molecules in our test suite.
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